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Abstract: Visual attention can support autonomous robots in visual tasks by assigning resources to relevant portions of an image. In this biologically inspired concept, conspicuous elements of the image are typically determined with regard to different features such as color, intensity or orientation. The assessment of human visual attention suggests that these bottom-up processes are complemented – and in many cases overruled – by top-down influences that modulate the attentional focus with respect to the current task or a priori knowledge. In artificial attention, one branch of research investigates visual search for a given object within a scene by the use of top-down attention. Current models require extensive training for a specific target or are limited to very simple templates. Here we propose a multi-region template model that can direct the attentional focus with respect to complex target appearances without any training. The template can be adaptively adjusted to compensate gradual changes of the object’s appearance. Furthermore, the model is integrated with the framework of region-based attention and can be combined with bottom-up saliency mechanisms. Our experimental results show that the proposed method outperforms an approach that uses single-region templates and performs equally well as state-of-the-art feature fusion approaches that require extensive training.

1 INTRODUCTION

Artificial attention models serve the purpose of guiding a visual agent’s high-level resources towards relevant portions of a scene. Technical models are typically grounded on the Feature-Integration Theory (Treisman and Gelade, 1980) and implemented according to the scheme described by Koch and Ullman (1985) where saliency is determined for different features (as color or orientation) separately and subsequently fused to an overall saliency map.

Bottom-up models of visual attention direct the attentional focus towards salient parts of the scene that stand out from their neighborhood. Saliency can be determined in various ways, e.g. by applying filters on image pyramids (Itti et al., 1998; Belardinelli et al., 2009), finding conspicuities in frequency domain (Hou and Zhang, 2007; Jian Li and He, 2011) or in a region-based manner (Aziz and Mertsching, 2008a; Tünnermann and Mertsching, 2012). A recent and extensive review of different artificial attention models has been published by Borji and Itti (2012).

However, the fact that the task at hand has a substantial influence on scene analysis had already been demonstrated by Yarbus (1967), who had shown that subjects produce considerably different scan paths (fixations and saccades) for the same scene but with different tasks. Also, more recent assessments of the primate vision system yield evidence that top-down influences (information fed back from higher cognitive levels) have an impact on even early pre-attentional stages, see e.g. (Li et al., 2004) and (Hilkenmeier et al., 2009).

This paper contributes to the branch of research in artificial modeling that aims to integrate such top-down influences. Top-down mechanisms have been modeled in a broad variety, reaching from the influence of scene context (or “gist”) (Torralba et al., 2006; Oliva and Torralba, 2006) over knowledge and familiarity (Aziz et al., 2011) to specific search tasks (Itti and Koch, 2001; Navalpakkam and Itti, 2006; Aziz and Mertsching, 2008b; Wischnerwski et al., 2010; Kouchaki and Nasrabadi, 2012). Here, we focus on the visual search task, which is known to strongly rely on attention in biological systems (Wolfe and Horowitz, 2004). The artificial models pursuing this idea can be divided into two groups: feature map fusion approaches and template-based approaches. Feature map fusion approaches (Itti and Koch, 2001; Navalpakkam and Itti, 2006; Kouchaki and Nasrabadi, 2012) extend the model by Itti et al. (1998) which creates an image-pyramid and filters it
for different low-level features, such as color, orientation and intensity and calculates center-surround differences. The resulting maps from different channels and different resolutions of the pyramid are fused to form a master map of saliency which is used to obtain the focus of attention. In the classic bottom-up formulation, the fusion is a simple superposition of the individual maps. Itti and Koch (2001) have investigated different fusion strategies, one of them containing information from supervised learning of a search target that increases the likelihood that the corresponding object will become most salient in a linear combination of the maps. Navalpakkam and Itti (2006) include knowledge about target and background in the determination of the fusion weights. Recently, Kouchaki and Nasrabadi (2012) proposed nonlinear fusion using a neural network that was trained with the target object. Template-based approaches work with a segmentation of the scene and an abstract template that is defined by a set of region features (such as color, size, symmetry, orientation, etc.) of the target (Aziz and Mertsching, 2008b; Wischnewski et al., 2010). Therefore, these approaches do not require training and can deal with abstract information about the target (“look for a large, red object”) which is advantageous in many contexts where training in advance or supervision is not an option. However, an object may be more complex than what a single set of region features can capture; additionally, it can occur in different perceptual configurations due to distance, occlusion or perspective distortion. Here, we suggest a method to consider multi-region templates that can represent more complex objects and are tolerant to changes in the perceptual appearance. Our evaluation shows that this extended template-based model has a performance that compares well with feature map fusion models (that rely on extensive training), without requiring any training.

2 MULTI-REGION TEMPLATES

The proposed method is grounded in the concept of region-based attention, in which the scene is initially segmented into regions \( \mathcal{R} = \{R_1, R_2, \ldots, R_n\} \). The method of segmentation is not relevant here, and thus we simply assume in the following that a region \( R_i \) represents a connected area of pixels by the magnitudes \( \phi_i^f \) of different features \( f \) that have been obtained during or after the segmentation. In our implementation, we use the features average color, symmetry, orientation and eccentricity (based on central 2D moments) and size in pixels \( f \in \{\text{color}, \text{orientation}, \text{symmetry}, \text{eccentricity}, \text{size}\} \); for details regarding the creation of regions and features for attentional processes we refer to (Aziz and Mertsching, 2008a).

The idea of multi-region templates is straightforward. Instead of looping over the regions \( R_i \) of the scene segmentation and comparing their features to a single template region \( F_{td} \) (Aziz and Mertsching, 2008b), the scene segmentation is searched for a specific configuration \( C^{td} \) of template regions that are expected at their relative positions with a certain position tolerance \( D \). Note that we call the set of template features \( F_{td} \) also a region, as it can be obtained by segmenting an image of the target object. The proposed algorithm is based on the concept of fixing one (arbitrary) region of the template as the parent \( \pi_j \in C^{td} \) of all other template regions \( \tau_k \in C^{td} \). This parent is searched first in the scene segmentation just as described for single-region templates in (Aziz and Mertsching, 2008b) with \( F_{td} = \pi_j \) (see also box Top-Down Saliency Equations). When the parent is found with a certain likelihood, i.e. a scene region \( R_i \) achieves a certain single-region top-down saliency (SRTD) \( \gamma_i \) according to (Aziz and Mertsching, 2008b), a new proto-object \( PO_p \) is created and the identified parent (\( R_i \)) is added to it. Then children are searched and when scene regions \( \eta_m \) are identified as children, the one \( \eta_m^{\text{max}} \) with the most SRTD saliency is added to the proto-object. When the parent was found with a size different from its size in the template, the expected sizes and distances for all children are adjusted. The overall top-down saliency \( \Gamma_p \) of the proto-object \( PO_p \) is calculated as the average of the \( \eta_m^{\text{max}} \)'s SRTD saliencies \( \gamma_m^{\text{max}} \) and the parent’s saliency \( \gamma_i \). The contributions of the children can be reduced by a penalty \( \mu(d) \) for deviations \( d \) from the expected distance between parent and child and it is zero when the child is completely missing (not at a tolerable position with regard to \( D \)). This process is repeated with another template region being the parent until all template regions have been the parent once. This is required as there is always the chance that the parent region is missing due to occlusion or perspective distortion, or that a more fitting configuration can be found by adjusting the expected sizes with respect to another parent region. The focus of attention for the scene can be obtained as the \( PO_p \) with the highest saliency \( \Gamma_p \). In our tests, we marked its position by drawing a bounding box that contains all the regions of the proto-object (see figure 2 (b)). The template configuration \( C^{td} \) can be created from abstract knowledge or by segmenting an image of the target (see figure 1).

Algorithm 1 formally describes the overall procedure and generates a top-down saliency map by as-
Figure 1: (a) A pixel-based input can be segmented to obtain a template. (b) Illustration of information stored for a multi-region template. The position tolerance $D$ with respect to the region center is indicated by the dashed circles. (c) During the execution of the algorithm a region is selected as parent (here 1, marked by the *) and the other regions become children that are expected at relative positions according to the template layout.

cribing the highest saliency to each individual region that some parent-children configuration containing it yielded for it. Variable $\pi_i$ loops over the template regions to select every region as parent once. If all comparisons with the $R_i$ are below it, this parent region is considered to be not found in the scene. The child regions in the template are denoted as $\tau_k$ and the potential child regions in the scene as $\gamma_m$. Note that the function $\mu(d)$ is the penalty for variance in the expected region position which should be low close to the expected position and high further away. We used $\mu(d)$ as defined in equation 1.

$$ \mu(d) = \begin{cases} 1 - \left(\frac{d}{D}\right)^2 & \text{if } d \leq D \\ 0 & \text{else} \end{cases} \quad (1) $$

where $d$ is the distance between found and expected position and $D$ the parameter that defines the maximum allowed distance. The mentioned size adjustment with respect to the current parent region $\pi_j$ in the SRTD saliency computation is omitted in algorithm 1 for clarity.

The concept proposed here is independent of specific features; however, in our implementation we use the features color, symmetry, orientation, eccentricity and size of the individual regions as described by Aziz and Mertsching (2008b). The similarity measure is the single-region top-down saliency determination from (Aziz and Mertsching, 2008b), which is summarized in the box Top-Down Saliency Equations for the interested reader.

### Top-Down Saliency Equations

(Aziz and Mertsching, 2008b)

In the following, the target is defined as $F_{\phi}$ which is a collection of target features $F_{\phi}$. The features of scene regions $R_i$ are denoted as $\phi_i$. In our current implementation, the features $f \in \{\text{color, orientation, symmetry, eccentricity, size}\}$ are considered. The single-region top-down saliency for a feature (except color which is a compound feature; see below) is computed by obtaining the normalized ratio $\gamma'$ of the feature magnitudes.

$$ \gamma' = \begin{cases} \frac{\gamma_i}{\gamma_{i,\phi}} & \text{for } \gamma_i < \gamma_{i,\phi} \\ \gamma_{i,\phi} & \text{otherwise} \end{cases} $$

where $\gamma_{i,\phi}$ is a threshold below which regions are considered not similar at all (we set $\gamma_{i,\phi} = 0.91$ in our implementation).

The top-down color saliency $\gamma'$ with $f = \text{color}$ is computed with the following formula, as color is a compound feature which consist of hue, saturation and intensity (in our HS1 color space implementation). The thresholds $D_h, D_s$ and $D_I$ are the tolerated differences of each component and $\Delta_h, \Delta_s$ and $\Delta_I$ the actual differences between the color components of region $R_i$ and $F_{\phi,\phi}$. The color saliency $\gamma_{\text{color}}$ is given by

$$ \gamma_{\text{color}} = \begin{cases} \frac{\gamma_{i,\phi}}{\gamma_{i,\phi}} & \text{for } \gamma_i < D_h \land \gamma_{i,\phi} \\ \frac{\gamma_i}{\gamma_{i,\phi}} & \text{for } \gamma_i < D_s \land \gamma_{i,\phi} \\ \frac{\gamma_i}{\gamma_{i,\phi}} & \text{for } \gamma_i < D_I \land \gamma_{i,\phi} \\ 0 & \text{otherwise} \end{cases} $$

where $\text{achrom}$ is true if (and only if) the colors of the region $R_i$ and the template $F_{\phi,\phi}$ are both achromatic. If (and only if) both are achromatic, $\text{achrom}$ is true. The weights $a, b$ and $c$ are used to adjust the importance of the color channels and are set to $a = 0.39, b = 0.22$ and $c = 0.39$ in our implementation).

The overall top-down saliency $\gamma$ is computed as the (possibly) weighted average of the $\gamma'$. The result of the procedure is a region-based top-down saliency map (see figure 2 (d)) and a number of proto-objects ($PO_j$ in algorithm 1) that contain the found configurations of regions and the group’s overall saliency $\Gamma_j$. In figure 2 (b) the target has been highlighted with the bounding box of the proto-object with the highest top-down saliency (note that the saliency map in figure 2 (d) also contains contributions from other proto-objects).
3 ADAPTIVE TEMPLATES

The method described above is capable of compensating small deviations in the object appearance in the scene with regard to the template. The configuration can change drastically due to motion of the system or scene objects. This can be compensated to a certain degree when the current template is continuously updated. Usually, the appearance changes only slightly from frame to frame, so the template from the previous frame will still work for the current; the currently focused object (the associated proto-object) is a good template for the next frame. Furthermore, the method described in section 2 is not limited to one multi-region template. Different templates can be applied successively and the best fitting will select the focus of attention. In combination with the aforementioned adaptive updating, this means that object representations can be learned by accumulating multiple templates over time and an object that had disappeared from the scene can be rediscovered when it reappears similar to any of the stored configurations. This resembles the idea of learning objects from multiple views (Blanz et al., 1996). Interestingly, the behavior that emerges from these mechanisms is also similar to modern object tracking solutions as TLD (Kalal et al., 2009), which include adaptive updating and learning of the templates. We included a demon-
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4 EVALUATION

We evaluated the top-down attention capabilities of our model in a visual search task using the popular STIMTriangle database from Itti and Koch (2001), where an emergency triangle is to be found in the scene (one example image from the scene is shown in figure 2). For our model we provided an abstract multi-region template (shown in figure 2 (a)) which basically consists of the three red bars and the bright center as regions of the template (as illustrated in figure 1). For the single-region top-down mechanism that is a sub-process of the proposed method and the region-based bottom-up model we set the feature weights (see Aziz and Mertsching, 2008b) to high importance for color, medium importance for size and very low importance for any other features. The parameter threshold\textsubscript{\text{\textit{s}}} which mainly influences the runtime, was set to 0.6 and the position tolerance \textit{D} was set to 50 pixels. The STIMTriangle database contains a training set and a test set (32 images each). As the region-based algorithms require no training, we evaluated them also on the training set, additionally to the test set.

Figure 3 shows a comparison of the single-region top-down model by Aziz and Mertsching (2008b) and the proposed method. The latter detects all targets in the training set in the first trial (hence, the zero mean) and requires 1.68 fixations in the average on the test set. The huge difference in success compared to the single-region method \textcircled{2} – it has a mean of 11.4 for the test set and 4.69 for the training set – can be explained by the fact that the single-region method relies on capturing the target’s appearances with a single set of features. This means, only if the target is perceptually similar to the template (same projected size, same average color, etc.), then it has a high detection probability. The difference in the results of the single-region method applied to the test set and applied to the training set is another indicator for this. The training set contains more clear appearances (always frontal, no parts occluded), so it is more likely that they perceptually resemble the template appearance. A comparison of bottom-up models, in particular feature map fusion models which are capable of learning various different appearances, and the proposed multi-region top-down model is depicted in figure 4.

Figure 4 \textcircled{3} shows results of the region-based bottom-up attention model by Aziz and Mertsching (2008a) in this task. The proposed method is marked with \textcircled{2} in the figure; a combination of the bottom-up computation and the proposed method is shown as \textcircled{3}. The bottom-up contribution was weighted five times as high as the top-down saliency; this was empirically determined and at lower or higher weights no benefit was achieved (in the future, such a combination will be automatically optimized by fusion strategies similar to those reported in (Itti and Koch, 2001)). The results marked by \textcircled{2} have been reported in literature (Kouchaki and Nasrabadi, 2012) for the bottom-up model by Itti et al. (1998) for this database. Finally, the map fusion and top-down strategies by Itti and Koch (2001) and Kouchaki and Nasrabadi (2012) are labeled with \textcircled{5}.

The bottom-up models were included as the emergency-triangle often is a pop-out and they can be considered a baseline without top-down information. As the region-based models do not require any training, we run them on the full set of images from the STIMTriangle database. The measures we used are compatible with those used by Kouchaki and Nasrabadi (2012), but they have been normalized by the image set size (when required) to allow comparison of results from the full set and the test set. The portions of the bars in the figure that are dashed refer to the measure considering only the test set, while full bars represent the whole set. Figure 4 (a) depicts the portion of first hit detections (FHD); this is the portion of images in which the target was found in a single run of the model. The bottom-up models perform 30 % to 60 % and all variants involving top-down influences at about 90 %. When a target was not hit immediately, inhibition of return (IOR) was applied, so in a consecutive run the model selects the next salient element. The unsuccessful trials measure (UST in figure 4 (b)) is the portion of images where the target was not found within five trials. The mean number of trials before target detection and its standard deviation is reported in figure 4 (c). The relatively high means and standard deviations, along with the quite successful FHDs, reflect that most targets were found quickly except for some images that required a large number of trials. This effect seems to be stronger for region-based methods in general and might result from segmentation problems. However, in general the performance of the proposed model compares well with feature map fusion models. The mean number of trials until detection is reduced when bottom-up and top-down is combined.

Figure 5 shows a demonstration of using adaptive templates as outlined in section 3. The initial template is shown in figure 5 (a) and frames of a dynamic scene in which the observer is moving is shown in figure 5 (b). Note that only every eleventh frame is shown, so the frame-to-frame difference in the evaluated scene was smaller than in the figure. When the adaptive updating of the template is not applied (figure 5 (c)) the saliency is gradually going down and
The proposed model had no wrong detections at all before the target was found on the training set, which contains images with a frontal view and the target is always fully visible. The results for the single-region template top-down model by Aziz and Mertsching (2008b). This model shows a large difference between the test set and training set due to the fact that it cannot compensate appearance variations that occur more pronounced in the test set. Note that in some images the single-region template model was not able to find the target within 30 trials (this happened seven times for the test set and two times for the training set). In this situation, the number of trials required was fixed at 30, so the performance of the single-region template model is overestimated and the advantage of the multi-region template model might be even larger.

when the difference of the original template and current appearance is too large, the object is no longer the most salient entity (this can be seen in the last frame of the sequence). When the adaptive updating is activated, the saliency is constantly kept at high levels, even when the resemblance of the original template and the current appearance is extremely low (as in the last frame). The test scene continued with the target completely leaving the scene (not shown), but it is re-discovered when it enters the scene again. This test was performed on data from a mobile robot simulator (Koththäuser and Mertsching, 2010) where a very stable segmentation can be obtained. In a test on a highly dynamic and noisy real world scene, the target was fixated in only about 30% of the frames. However, the proposed system is not intended as a tracker, but as these results show, it can be a valuable support for such systems.

5 CONCLUSIONS

The proposed top-down attention model has been evaluated in a visual search task. The comparison with other attention models that were tested in this task shows that our template-based approach performs similarly successful as models that require extensive training. The multi-region templates pre-

Figure 4: Different attention models evaluated on the STIM-Triangle database from Itti and Koch (2001). The region-based bottom-up model by Aziz and Mertsching (2008a) is marked as 1. The proposed multiregion-region top-down model is marked as 2 and a combination of 1 and 2 as 3. When not splitted, bars of 4 refer to results of the bottom-up model by Itti et al. (1998) reported by Kouchaki and Nasrabadi (2012) and 5 to the nonlinear fusion suggested in (Kouchaki and Nasrabadi, 2012). (a) shows the portion of “First Hit Detections” in which the targets was selected in the first run and (b) the portion of “Unsuccessful Trials”, where the target was not found in five trials. 4 i is the value for the model from Itti and Koch (2001) reported in (Kouchaki and Nasrabadi, 2012) while 4 ii is the value reported in (Itti and Koch, 2001) for the “Naive” feature fusion strategy. 5 i is the nonlinear fusion strategy from (Kouchaki and Nasrabadi, 2012), while 5 ii,iii,iv refer to \( \mathcal{X}(., \text{“Iterative”}) \) and “Trained” from (Itti and Koch, 2001), respectively. (c) gives the mean number of trials required until target detection and the standard deviation. Dashed bars indicate that only the test set of the database was considered. As the region-based models do not require training, they were also evaluated on the full set (test + training), which is shown as solid parts of the bars.
serve the advantage of region-based pre-attentional calculations. Configurations and features of the template can be altered at runtime, based on abstract information (e.g. “look for a triangle with blue border”) with no need to re-learn the appearance on low levels. Furthermore, multi-region templates proved to be robust and allow heuristics to compensate perspective variations, occlusions and other alterations in the perceptual appearance of the target. We demonstrated that multi-region templates and proto-objects can be used to establish an adaptive behavior that keeps the attentional focus on the target, when it gradually changes its appearance, compensating even substantial changes compared to the original template.

The computation time of the proposed multi-region top-down model depends on the complexity of the scene and the template. For the set of images and the template from the evaluation (see section 4) the top-down saliency computation itself consumed 32 ms in average on a 3.4 GHz computer, so if a number of multi-region templates are applied to a segmentation it can be done at about 30 cycles per second. The full processing including segmentation, however, took about 330 ms at the rather high resolution of 640 × 480. The full processing can be sped up to a reasonable frame rate by lowering the input image resolution or adjusting segmentation parameters to yield a coarser resolution at the cost of lower detection rates. With regard to this speed-accuracy trade-off, it should be considered if a subsequent task requires a rather accurate or a rather fast suggestion from the attentional focus. For example, if a full object recognition follows, it might be sufficient to quickly generate rough candidates. If the goal is to perform some long-term behavior towards the target (such as driving towards it for a detailed analysis) it might be better to invest more effort into the attentional selection.

However, the pre-attentional processing must be as fast as possible, so recently, a GPU-based segmentation method has been developed that is well suited for region-based attention models (Backer et al., 2012). In future work on region-based top-down attention, this will replace the current sequential segmentation. Further aspects of the proposed method are subject to parallelization also. The template configuration is searched in the scene multiple times with every template regions being the parent in one search; however, these searches are completely independent from one another and can be executed at the same time. To further improve the detection rate, different relations between regions can be considered. In the current implementation we only care for the distance from parent to child regions, but other relations, such as the direction (e.g. child is left of the parent) or the appearance (child is brighter than parent) could yield useful contributions.
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